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Data Link Layer Design Issues

• Network layer services

• Framing

• Error control• Error control

• Flow control
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Data Link Layer Design Issues

• Physical layer delivers bits of information to and from data link layer. The functions of 
Data Link Layer are:

1. Providing a well-defined service interface to the network layer.

2. Dealing with transmission errors.2. Dealing with transmission errors.

3. Regulating the flow of data so that slow receivers are not swamped by fast senders.

• Data Link layer 

– Takes the packets from Network layer, and 

– Encapsulates them into frames
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Regulating the flow of data so that slow receivers are not swamped by fast senders.

Takes the packets from Network layer, and 
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Data Link Layer Design Issues

• Each frame has a 

– Frame header

– Payload field: a field for holding the packet, and

– Frame trailer.

• Frame Management is what Data Link Layer does.• Frame Management is what Data Link Layer does.
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Data Link Layer Design Issues

Payload field: a field for holding the packet, and

Frame Management is what Data Link Layer does.Frame Management is what Data Link Layer does.
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Packets and Frames

Relationship between packets and frames.
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Services Provided to the Network Layer

• Principal Service Function of the data link layer is to transfer the data from the 
network layer on the source machine to the network layer on the destination 
machine.
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Network Layer Services

(a) Virtual communication. 
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Network Layer Services

Virtual communication. (b) Actual communication.
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Possible Services Offered

1. Unacknowledged connectionless service.

2. Acknowledged connectionless service.

3. Acknowledged connection3. Acknowledged connection

11/15/2024 Department of Electronics and Communication Engineering, LBRCE

Possible Services Offered

Unacknowledged connectionless service.

Acknowledged connectionless service.

Acknowledged connection-oriented service.Acknowledged connection-oriented service.
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Unacknowledged Connectionless Service

• It consists of having the source
frames to the destination
destination machine acknowledge
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Unacknowledged Connectionless Service

source machine send independent
destination machine without having the

acknowledge them.
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Acknowledged Connectionless Service

• Each frame send by the Data Link layer
specific frame has been received or lost

• Typically the protocol uses a specific
acknowledgment it will re-send the frame
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Acknowledged Connectionless Service

layer is acknowledged and the sender knows if a
lost.

specific time period that if has passed without getting
frame.
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Acknowledged Connection Oriented  Service

• Source and Destination establish a connection first.

• Each frame sent is numbered

– Data link layer guarantees that each frame sent is indeed received.
– It guarantees that each frame is received only once and that all frames are received in 

the correct order.the correct order.
• Examples: 

– Satellite channel communication,
– Long-distance telephone communication, etc.
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Data link layer guarantees that each frame sent is indeed received.
It guarantees that each frame is received only once and that all frames are received in 

distance telephone communication, etc.
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Acknowledged Connection Oriented  Service

• Three distinct phases:

1. Connection is established by having both side initialize variables and counters needed 
to keep track of which frames have been received and which ones have not.

2. One or more frames are transmitted.
3. Finally, the connection is released –3. Finally, the connection is released –

resources used to maintain the connection. 
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Acknowledged Connection Oriented  Service

Connection is established by having both side initialize variables and counters needed 
to keep track of which frames have been received and which ones have not.
One or more frames are transmitted.

– freeing up the variables, buffers, and other – freeing up the variables, buffers, and other 
resources used to maintain the connection. 
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Framing

• To provide service to the network layer
provided to it by physical layer.

• Stream of data bits provided to data link

• Errors could be:

– Number of received bits does not
insertion)insertion)

– Bit Value
• It is up to data link layer to correct the
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Framing

layer the data link layer must use the service

link layer is not guaranteed to be without errors.

not match number of transmitted bits (deletion or

the errors if necessary.
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Framing

• Transmission of the data link layer starts with breaking up the bit stream 

– into discrete frames
– Computation of a checksum for each frame, and
– Include the checksum into the frame before it is transmitted.

• Receiver computes its checksum error for a receiving frame and if it is different from • Receiver computes its checksum error for a receiving frame and if it is different from 
the checksum that is being transmitted will have to deal with the error.

Department of Electronics and Communication Engineering, LBRCE

Framing

Transmission of the data link layer starts with breaking up the bit stream 

Computation of a checksum for each frame, and
Include the checksum into the frame before it is transmitted.

Receiver computes its checksum error for a receiving frame and if it is different from Receiver computes its checksum error for a receiving frame and if it is different from 
the checksum that is being transmitted will have to deal with the error.
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Framing Methods

1. Byte count.

2. Flag bytes with byte stuffing.

3. Flag bits with bit stuffing.3. Flag bits with bit stuffing.

4. Physical layer coding violations.
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Framing Methods

Flag bytes with byte stuffing.

Flag bits with bit stuffing.Flag bits with bit stuffing.

Physical layer coding violations.
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Byte count Framing 

A byte stream. (a) Without errors. 
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Byte count Framing 

Without errors. (b) With one error.
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Flag bytes with byte stuffing

a) A frame delimited by flag bytes.

b) Four examples of byte sequences before and after byte stuffing.
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Flag bytes with byte stuffing

A frame delimited by flag bytes.

Four examples of byte sequences before and after byte stuffing.
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Flag Bits with Bit Stuffing Framing Method

Bit stuffing. (a) The original data. 

the line. (c) The data as they are stored in the receiver’s memory after destuffing.
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Flag Bits with Bit Stuffing Framing Method

The original data. (b) The data as they appear on

The data as they are stored in the receiver’s memory after destuffing.
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Error  & Flow Control

• Error Control

– Positive or Negative Acknowledgements

• Flow Control• Flow Control

– Synchronization between Sender & Receiver
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Error  & Flow Control

Positive or Negative Acknowledgements

Synchronization between Sender & Receiver
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Error Detection and Correction

• During transmission,
electromagnetic interference
causing error in the data.

• A reliable systems must• A reliable systems must
and correcting such errors.

• Data link layer or transport
the error detection and error
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Error Detection and Correction

many factors like noise
interference can change some part of data,

have a mechanism for detectinghave a mechanism for detecting
.

transport layer of the OSI model, supports
error correction mechanism.
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• Redundancy: Error detection
redundancy. Redundancy
detecting errors at destination

• Parity: the simplest form of• Parity: the simplest form of
single bit called a parity bit

• Two parity check methods

• 1. simple parity check

• 2. two dimensional parity check
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detection uses the concepts of
means adding extra bits for

destination.

error detection is to append aerror detection is to append a
to a string of data.

check
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Simple parity-check code C(5, 4)
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check code C(5, 4)
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Figure 10.10  Encoder and decoder for simple parity
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Encoder and decoder for simple parity-check code
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Two-dimensional parity-
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-check code
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Two-dimensional parity-check code
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Two-dimensional parity-check code

Department of Electronics and Communication Engineering, LBRCEDepartment of Electronics and Communication Engineering, LBRCE



Hamming codes

• Hamming code can perform
detecting an error. Hamming
between number of data
bits.bits.
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Hamming codes

perform error correction also along with
Hamming code uses definite relationship

bits and number of redundancy
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No of Data Bits
m

No. of Redundancy Bits
r

1 2

2 3

3 3

4 34 3

5 4

6 4

7 4

For m-data bits, parity bits are ‘r’ and total bits are m+r;
Parity can be placed in 2n places
Parity can be calculated as (m+r+1)≤2
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No. of Redundancy Bits Total Bits
n=m+r

3

5

6

77

9

10

11

data bits, parity bits are ‘r’ and total bits are m+r;
places

Parity can be calculated as (m+r+1)≤2r
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Cyclic Redundancy Check (CRC)Cyclic Redundancy Check (CRC)

CRCCRC isis basedbased onon binarybinary divisiondivision insteadinstead ofof
sequencesequence ofof redundantredundant bitsbits (CRC(CRC remainderremainder

itit isis exactlyexactly divisibledivisible byby aa secondsecond numbernumber
divideddivided byby samesame numbernumber.. IfIf anyany remainderremainder
datadata andand isis rejectedrejected..
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Cyclic Redundancy Check (CRC)Cyclic Redundancy Check (CRC)

ofof additionaddition bitsbits asas inin parityparity checkcheck.. InIn CRC,CRC,
remainderremainder )) isis appendedappended toto thethe datadata unit,unit, soso thatthat

numbernumber.. AtAt thethe destinationdestination thethe receivedreceived datadata
remainderremainder isis generatedgenerated itit indicatesindicates errorerror inin thethe
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CRC encoder and decoder
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Division in CRC encoder
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Division in the CRC decoder for two cases
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The design of the simplest protocol with no flow or error control
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The design of the simplest protocol with no flow or error control

Department of Electronics and Communication Engineering, LBRCE



Sender-site algorithm for the simplest protocol
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site algorithm for the simplest protocol
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Receiver-site algorithm for the simplest protocol
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site algorithm for the simplest protocol
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Steps in ARQ

ARQ protocol is characterized by four functional steps
Transmission of frames
Error checking at the receiver end.
Acknowledgement

a) Negative if error is detected (NAK)
b) Positive if no error is detected (ACK)

Retransmission if acknowledgement is negativeRetransmission if acknowledgement is negative
received within a stipulated time.

may be noted that ARQ protocol require two
transfer is simplex i.e. one way only.

Information is exchanged in the form of frames,
are identified by means of flags or special

11/15/2024 Department of Electronics and 
Communication Engineering, 

steps.

negative (NAK) or if no acknowledgementnegative (NAK) or if no acknowledgement

two way communication even if the information

frames, the beginning and the end of which
special characters.

36Department of Electronics and 
Communication Engineering, 



PROTOCOLSPROTOCOLS
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PROTOCOLSPROTOCOLS
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NOISELESS CHANNELSNOISELESS CHANNELS

a)a) LetLet usus firstfirst assumeassume wewe havehave anan idealideal
duplicated,duplicated, oror corruptedcorrupted.. WeWe introduceintroduce

b) Simplex Protocol
Stop-and-Wait Protocol
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NOISELESS CHANNELSNOISELESS CHANNELS

idealideal channelchannel inin whichwhich nono framesframes areare lost,lost,
twotwo protocolsprotocols forfor thisthis typetype ofof channelchannel..
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Flow diagram for simplest protocol
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Flow diagram for simplest protocol
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Stop-and-Wait Protocol
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Stop-and-wait protocol

Stop and wait ARQ is the simplest mechanism

Operation

The sender transmits the frame, when frame
acknowledges to the sender accordingly.
situations.

Normal operation

The frame is lost

The acknowledgement is lost

The acknowledgement is delayed
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wait protocol

mechanism for error control and flow control.

frame arrives at receiver it checks for damage
While transmitting a frame there can be
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After transmitting one packet, the sender waits
operation

Normal Operation

In this operation the sender sends frame 0 and
receiving ACK0, sender sends next frame 1 and
operation is repeated

Usually a timer is set by sender after each frame
must be received before timer expires

11/15/2024 Department of Electronics and Communication Engineering, LBRCE

waits for an acknowledgment (ACK) in normal

and waits for acknowledgement ACK0. after
and waits for its acknowledgement ACK1. this

frame is transmitted, its acknowledgement
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If the sender doesn't receive ACK for previous
sender times out and retransmits

Lost or Damaged Frame

When a receiver receives the frame and found
retains its number. When sender does not receive
same frame.

11/15/2024 Department of Electronics and 
Communication Engineering, 

previous sent packet after a certain period of time, the

found it damaged or lost, it is discarded but
receive its acknowledgement it retransmits the

43Department of Electronics and 
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Sender-site algorithm for Stop
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site algorithm for Stop-and-Wait Protocol
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Receiver-site algorithm for Stop
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site algorithm for Stop-and-Wait Protocol
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NOISY CHANNELSNOISY CHANNELS

Although the Stop-and-Wait Protocol gives
predecessor, noiseless channels are nonexistent

Stop-and-Wait Automatic Repeat Request
Go-Back-N Automatic Repeat Request
Selective Repeat Automatic Repeat RequestSelective Repeat Automatic Repeat Request
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gives us an idea of how to add flow control
nonexistent.
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Error correction in Stop-and-Wait ARQ
frame and retransmitting of the frame when

In Stop-and-Wait ARQ, we use sequence
sequence numbers are based on modulo

In Stop-and-Wait ARQ, the acknowledgment
modulo-2 arithmetic the sequence numbermodulo-2 arithmetic the sequence number
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ARQ is done by keeping a copy of the sent
when the timer expires.

sequence numbers to number the frames. The
modulo-2 arithmetic.

acknowledgment number always announces in
number of the next frame expected.number of the next frame expected.
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Stop and Wait

Source transmits single frame

Wait for ACK

If received frame damaged, discard it

Transmitter has timeoutTransmitter has timeout

If no ACK within timeout, retransmit

If ACK damaged, transmitter will not recognize it

Transmitter will retransmit

Receive gets two copies of frame

Use ACK0 and ACK1
11/15/2024 Department of Electronics and Communication Engineering, LBRCE

If received frame damaged, discard it

If no ACK within timeout, retransmit

If ACK damaged, transmitter will not recognize it

Receive gets two copies of frame
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Design of the Stop-and
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and-Wait ARQ Protocol
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Sender-site algorithm for Stop
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site algorithm for Stop-and-Wait ARQ
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Sender-site algorithm for Stop
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site algorithm for Stop-and-Wait ARQ(continued)
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Receiver-site algorithm for Stop
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site algorithm for Stop-and-Wait ARQ Protocol

Department of Electronics and Communication Engineering, LBRCE



Flow diagram for Stop-and
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and-Wait ARQ Protocol
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Sliding Window Protocols

a) Piggy Backing

b) Sending Window

c) Receiving Window
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Sliding Window Protocols
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Sliding Window Protocols (2)
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Sliding Window Protocols (2)
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One-Bit Sliding Window Protocol
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Bit Sliding Window Protocol
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Go Back N Protocol
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Go Back N Protocol
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Selective Repeat
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Selective Repeat
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The Medium Access Control Sublayer

Chapter 4

The Medium Access Control Sublayer
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The Medium Access Control Sublayer

a) The Channel Allocation Problem

b) Multiple Access Protocols

c) Ethernet

d) Data Link Layer Switching
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The Medium Access Control Sublayer
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Channel Allocation Problem

• Static channel allocation

• Assumptions for dynamic allocation.
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Channel Allocation Problem

Static channel allocation

Assumptions for dynamic allocation.

Department of Electronics and Communication Engineering, LBRCE



Static Channel Allocation

a) Traditionally capacity of the channel is split among multiple competing users 
(e.g., TDM or FDM). 

b) Example: FM radio stations.

c) However, when the number of senders is large and varying or the traffic is c) However, when the number of senders is large and varying or the traffic is 
bursty FDM presents some problems.
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Static Channel Allocation

Traditionally capacity of the channel is split among multiple competing users 

However, when the number of senders is large and varying or the traffic is However, when the number of senders is large and varying or the traffic is 
bursty FDM presents some problems.
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Static Channel Allocation

a) If the spectrum is cut up into
– Fewer than N users are currently

valuable spectrum will be wasted

– More than N users want to
permission for lack of bandwidthpermission for lack of bandwidth

b) Dividing the channel into constant
channels is inherently inefficient
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Static Channel Allocation

N regions and
currently interested in communicating, a large piece of
wasted.

to communicate some of them will be denied
bandwidth.bandwidth.

constant number of users of static sub
inefficient.
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Static Channel Allocation

C = 100 Mbps,

1/m = 10,000 bits1/m = 10,000 bits

l = 5000 frames/sec

T = 200 msec

This result holds only when there is no contention in the channel.
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Static Channel Allocation

This result holds only when there is no contention in the channel.
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Static Channel Allocation

a) Divide a single channel into N independent channels:
– C/N = 100/N Mbps,

– 1/m = 10,000 bits

 l/N = 5000 frames/sec

– TN = Nx200 msec

– For N=10 => T = 2 msec.– For N=10 => TN = 2 msec.
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Static Channel Allocation

Divide a single channel into N independent channels:
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Dynamic Channel Allocation

a) Dynamic channel allocation method

b) Can handle all types of traffic conditions
stations of the LAN so that fair opportunity
transmit its data frames.
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Dynamic Channel Allocation

is incorporated in all LANs and WANs.

conditions. Discipline is built up among the
opportunity is given to each station to
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Assumptions for Dynamic Channel Allocation

1. Independent traffic

2. Single channel

3. Observable Collisions3. Observable Collisions

4. Continuous or slotted time

5. Carrier sense or no carrier sense
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Assumptions for Dynamic Channel Allocation

Observable CollisionsObservable Collisions

Continuous or slotted time

Carrier sense or no carrier sense
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Assumptions for Dynamic Channel Allocation

a) Single Channel:
– The single channel is available for

– All stations can transmit on it and

– The stations are assumed to
protocols may assign then differentprotocols may assign then different
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Assumptions for Dynamic Channel Allocation

for all communication.

and all can receive from it.

to be equally capable in hardware though
different roles (i.e., priorities)different roles (i.e., priorities)
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Assumptions for Dynamic Channel Allocation

a) Observable Collisions:
– If two frames are transmitted simultaneously,

resulting signal is garbled.

– This event is know as collision.

– All stations can detect that a collision– All stations can detect that a collision
retransmitted.

– No errors other than those generated
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Assumptions for Dynamic Channel Allocation

simultaneously, they overlap in time and the

collision has occurred. A collided frame must becollision has occurred. A collided frame must be

generated by collision occur.
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Assumptions for Dynamic Channel Allocation

a) Continuous or Slotted Time:
– Time may be assumed continuous. In which case frame transmission can 

begin at any instant. 

– Alternatively, time may be slotted or divided into discrete intervals (called slots).

– Frame transmission must then begin at the start of a slot. 

– A slot may contain 0, 1 or more frames, corresponding to an idle slot, a – A slot may contain 0, 1 or more frames, corresponding to an idle slot, a 
succeful transmission, or collision, respectively.
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Assumptions for Dynamic Channel Allocation

Time may be assumed continuous. In which case frame transmission can 

Alternatively, time may be slotted or divided into discrete intervals (called slots).

Frame transmission must then begin at the start of a slot. 

A slot may contain 0, 1 or more frames, corresponding to an idle slot, a A slot may contain 0, 1 or more frames, corresponding to an idle slot, a 
succeful transmission, or collision, respectively.
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Assumptions for Dynamic Channel Allocation

a) Carrier Sense or No Carrier Sense:
– With the carrier sense assumption, stations can tell if the channel is in use 

before trying got use it.

– No station will attempt to use the channel while it is sensed as busy.

– If there is no carrier sense, stations cannot sense the channel before trying to – If there is no carrier sense, stations cannot sense the channel before trying to 
use it.

– They will transmit then. One later they can determine whether the transmission 
was successful.
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Assumptions for Dynamic Channel Allocation

Carrier Sense or No Carrier Sense:
With the carrier sense assumption, stations can tell if the channel is in use 

No station will attempt to use the channel while it is sensed as busy.

If there is no carrier sense, stations cannot sense the channel before trying to If there is no carrier sense, stations cannot sense the channel before trying to 

They will transmit then. One later they can determine whether the transmission 
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Multiple Access Protocols

• ALOHA

• Carrier Sense Multiple Access

• Collision-free protocols• Collision-free protocols

• Limited-contention protocols

• Wireless LAN protocols
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Multiple Access Protocols

Carrier Sense Multiple Access

free protocolsfree protocols

contention protocols

Wireless LAN protocols
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ALOHA

• 1970 Hawaii

• Norman Abramson and
wireless communication
island to the central computerisland to the central computer

• Two versions of the protocol
• Pure ALOHA and

• Slotted ALOHA
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ALOHA

and colleagues have enabled
communication between users in a remote

computer in Honolulu.computer in Honolulu.

protocol now called ALOHA:
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Pure ALOHA

a) Each user is free to transmit whenever

– There will be collisions

– Senders need some way to

b) In ALOHA after the station
computer, the computer rebroadcast'scomputer, the computer rebroadcast's

– Original sending station can
to see if its frame has gone
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Pure ALOHA

whenever they have data to be sent.

to find out if this is the case.

station transmits its message to the central
rebroadcast's the frame to all of the stations.rebroadcast's the frame to all of the stations.

can listen for the broadcast from the hub
gone through.
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Pure ALOHA

– In other wired systems the sender might be able to listen for 
collisions while transmitting.

• If the frame is destroyed, the sender just waits a random amount of time 
and sends it again.

– Waiting time must be random or the sending frames will collide over – Waiting time must be random or the sending frames will collide over 
and over.

– Contention systems:  multiple users that use the same channel in 
the way that might lead to conflicts.
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Pure ALOHA

In other wired systems the sender might be able to listen for 

If the frame is destroyed, the sender just waits a random amount of time 

Waiting time must be random or the sending frames will collide over Waiting time must be random or the sending frames will collide over 

systems:  multiple users that use the same channel in 
the way that might lead to conflicts.
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PURE ALOHA (1)

User

A

B

C

In pure ALOHA, frames are transmitted 
at completely arbitrary times

Collision Time

C

D

E
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PURE ALOHA (1)

In pure ALOHA, frames are transmitted 
at completely arbitrary times

Collision
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Pure ALOHA

a) What is the efficiency of an ALOHA channel?

– Infinite collection of users typing at their terminals (stations).

– User states: WAITING or TYPING.

– When a line is finished, the user stops typing waiting for 
response.response.

– The station then transmits a frame containing the line over the 
shared channel to the central computer and checks the channel to 
see if it was successful.

– If so the users sees the reply and goes back to typing

– If not, the user continuously to wait while the station retransmits 
the frame over and over until it has been successfully send.
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Pure ALOHA

What is the efficiency of an ALOHA channel?

Infinite collection of users typing at their terminals (stations).

User states: WAITING or TYPING.

When a line is finished, the user stops typing waiting for 

The station then transmits a frame containing the line over the 
shared channel to the central computer and checks the channel to 

If so the users sees the reply and goes back to typing

If not, the user continuously to wait while the station retransmits 
the frame over and over until it has been successfully send.
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Pure ALOHA

a) Frame Time – denotes the amount of time needed to transmit the 
standard, fixed-length  frame.

b) Each new frame is assumed to be generated by Poisson distribution 
with a mean of N frames per frame time.

– If N>1 the user community is generating frames at a higher rate – If N>1 the user community is generating frames at a higher rate 
than the channel can handle, and nearly every frame will suffer a 
collision.

– For reasonable throughput we expect 0 < N < 1.
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Pure ALOHA

denotes the amount of time needed to transmit the 
length  frame.

Each new frame is assumed to be generated by Poisson distribution 
with a mean of N frames per frame time.

If N>1 the user community is generating frames at a higher rate If N>1 the user community is generating frames at a higher rate 
than the channel can handle, and nearly every frame will suffer a 

For reasonable throughput we expect 0 < N < 1.
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Pure ALOHA

•
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Pure ALOHA
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Pure ALOHA

•
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Pure ALOHA
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ALOHA (2)

Vulnerable period for the shaded frame.
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ALOHA (2)

Vulnerable period for the shaded frame.
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Pure ALOHA

a)

Using S = GP0, we get
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Pure ALOHA

S = GP0, we get
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Pure ALOHA

a)

11/15/2024 Department of Electronics and Communication Engineering, LBRCE

Pure ALOHA
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ALOHA (3)

Throughput versus offered traffic for ALOHA systems.
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ALOHA (3)

Throughput versus offered traffic for ALOHA systems.
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Sloted ALOHA

a) Roberts in 1972 doubled the capacity of an ALOHA system.
– Divide time into discrete intervals called 

– Each interval corresponds to one frame.

– Users will have to agree on slot boundaries.

b) Synchronization is required:
– One special station emit a pip at the start of each interval, like clock.
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Sloted ALOHA

Roberts in 1972 doubled the capacity of an ALOHA system.
Divide time into discrete intervals called slots.

Each interval corresponds to one frame.

Users will have to agree on slot boundaries.

One special station emit a pip at the start of each interval, like clock.
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Slotted ALOHA

• Slotted ALOHA 
– peaks at the G = 1

– Throughput S = 1/e = 0.367 or 37%.

• The best case scenario:
– 37% of slots are empty– 37% of slots are empty

– 37% of successes, and

– 26% collisions.
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Slotted ALOHA

Throughput S = 1/e = 0.367 or 37%.
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a) In CSMA a station senses the carrier
transmission. When the channel is sensed
different approaches to transmit a packet

b) When a station starts transmission of a

c) However, collisions may occur when

Carrier Sense Multiple Access (CSMA)

c) However, collisions may occur when
before hearing each other’s signal.

d) There are three approaches to CSMA:

– I-persistent CSMA

– Non-persistent CSMA

– P-persistent CSMA
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carrier on the channel before starting its own
sensed to be idle, a station can take one of three

packet on the channel.

frame, the other stations have to wait.

two or more stations start their transmissions

Carrier Sense Multiple Access (CSMA)

two or more stations start their transmissions
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• In Non-persistent CSMA the station checks whether
random amount of time and again checks and if

a) In I-persistent CSMA scheme, the station keeps
is found available. The problem in this scheme
be idle and then all of them begin their transmissions

• In P-persistent CSMA the stations do not transmit
for a random amount of time. With introduction
probability of collision reduces.
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whether the medium is free or not. If it is not it waits for
if it is available, station transmits the frame.

keeps monitoring the medium and transmit a frame when
scheme is that two or more stations may sense the channel

transmissions immediately which causes collisions.

transmit as soon as they detect the medium to be free. It waits
introduction of this delay element the frame is transmitted and the

Department of Electronics and Communication Engineering, LBRCE



Carrier Sense Multiple Access Protocols

• Protocols in which stations listen
and act accordingly are called

• Several Versions of those protocols
1. Persistent and Nonpersistent CSMA1. Persistent and Nonpersistent CSMA

2. CSMA with Collision Detections
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Carrier Sense Multiple Access Protocols

listen for a carrier (i.e., transmission)
called carrier sense protocols.

protocols will be discussed.
CSMACSMA
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Persistent and Nonpersistent CSMA

Comparison of the channel utilization versus load for various random access 
protocols.
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Persistent and Nonpersistent CSMA

Comparison of the channel utilization versus load for various random access 
protocols.
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CSMA with Collision Detection

a) Protocols that sense Collisions are know as 
Detection (CSMA/CD)

b) This protocol is a basis of classical Ethernet LAN.
– The transmitting station is reading the data that it is transmitting. – The transmitting station is reading the data that it is transmitting. 

– If it is garbled up then it will know that collision has occurred. 
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CSMA with Collision Detection

Protocols that sense Collisions are know as CSMA with Collision 

This protocol is a basis of classical Ethernet LAN.
The transmitting station is reading the data that it is transmitting. The transmitting station is reading the data that it is transmitting. 

If it is garbled up then it will know that collision has occurred. 

Department of Electronics and Communication Engineering, LBRCE



CSMA with Collision Detection

CSMA/CD can be in one of three states: contention, transmission, or idle.
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CSMA with Collision Detection

CSMA/CD can be in one of three states: contention, transmission, or idle.
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CSMA with Collision Detection

• In CSMA/CD collisions do not occur
captured the channel, but they still occur

• These collisions adversely affect the
delay product is large – long cable that
frames are short).
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CSMA with Collision Detection

occur once the station has unambiguously
occur during the contention period.

the system performance (e.g., bandwidth-
that has a large propagation delay t and
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Collision-Free Protocols

a) Collisions in any system adversely affect

b) When the distance between station

c) To resolve collision and contention two

1. Bit-map protocol 2. Binary count down1. Bit-map protocol 2. Binary count down
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Free Protocols

affect the overall system performance.

is large and packet length is short.

two protocols are designed

downdown
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Basic Bit-Map Protocol

a) Each contention period consists of exactly N slots.

b) If station 0 has a frame to send, it transmits a 1 bit during the slot 0.

c) No other station is allowed transmit during this slot.

d) Regardless what station 0 does, station 1 gets to opportunity to 
transmit a 1 bit during slot 1, but only if it has a frame queued.transmit a 1 bit during slot 1, but only if it has a frame queued.

e) In general, station j may announce that it has a frame to send by 
inserting a 1 bit into slot j. 

f) After all N slots have passed by, each station has complete 
knowledge of which stations wish to transmit. At which point they 
begin transmitting frames in numerical order.
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Map Protocol

Each contention period consists of exactly N slots.

If station 0 has a frame to send, it transmits a 1 bit during the slot 0.

No other station is allowed transmit during this slot.

Regardless what station 0 does, station 1 gets to opportunity to 
transmit a 1 bit during slot 1, but only if it has a frame queued.transmit a 1 bit during slot 1, but only if it has a frame queued.

In general, station j may announce that it has a frame to send by 

After all N slots have passed by, each station has complete 
knowledge of which stations wish to transmit. At which point they 
begin transmitting frames in numerical order.
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Bit-Map Protocol

a) Protocols that broadcast their intention before that actually transmit 
are called reservation protocols

b) Low-load conditions:

– Average wait conditions for low
• N/2 slots for current scan to finish, and• N/2 slots for current scan to finish, and

• N slots for the following scan to run to completion before it may begin transmitting.

• 1.5N slots wait time.

– Average wait conditions for high
• 0.5N slots wait time.

– Mean of all stations is N times.
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Map Protocol

Protocols that broadcast their intention before that actually transmit 
reservation protocols. 

Average wait conditions for low-numbered stations: 
N/2 slots for current scan to finish, andN/2 slots for current scan to finish, and

N slots for the following scan to run to completion before it may begin transmitting.

Average wait conditions for high-numbered stations:

Mean of all stations is N times.
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Bit-Map Protocol

• Efficiency:

– Overhead bits N

– Data bits d

• High-load 

– N bit contention period is prorated over N frames, yielding an 
overhead of only 1 bit per frame:overhead of only 1 bit per frame:

• Efficiency:

• Mean delay:

– Sum of the time it queues in the station +

– (N(d+1)/2 once it gets to the head of its internal queue
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Map Protocol

N bit contention period is prorated over N frames, yielding an 
overhead of only 1 bit per frame:overhead of only 1 bit per frame:

Sum of the time it queues in the station +

N(d+1)/2 once it gets to the head of its internal queue
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Collision-Free Protocols (1)

The basic bit-map protocol.
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Free Protocols (1)

map protocol.
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Binary Countdown
• A problem with the basic bit-map protocol is the overhead of 1 bit per 

station.
• Large overhead for the network with large number of stations.

• A better solution is to use binary station addresses with a channel that 
combines transmissions.

• A station wanting to use the channel now broadcasts its address as a 
binary bit string, starting with the highbinary bit string, starting with the high
assumed to be the same length.

• The bits in each address position from different stations are 
BOOLEAN.
• They OR-ed together by the channel when they are send at the same time.

• Binary Countdown protocol
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Binary Countdown
map protocol is the overhead of 1 bit per 

Large overhead for the network with large number of stations.

A better solution is to use binary station addresses with a channel that 

A station wanting to use the channel now broadcasts its address as a 
binary bit string, starting with the high-order bit. The addresses are binary bit string, starting with the high-order bit. The addresses are 
assumed to be the same length.

The bits in each address position from different stations are 

ed together by the channel when they are send at the same time.
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Binary Countdown

a) Arbitration rule: As soon as a station sees that a high
position that is 0 in its address has been overwritten with 1 it gives 
up.

b) Example:

– If stations 0010, 0100, 1001, and 1010 are all trying to get the 
channel, in the first bit time the stations transmit 0, 0, 1, and 1, channel, in the first bit time the stations transmit 0, 0, 1, and 1, 
respectively.

– They are OR-ed together to get 1.

– Stations 0010 and 0100 see the 1 and know that higher
numbered stations is competing for the channel and they give up 
for the current round.

– Stations 1001 and 1010 continue.
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Binary Countdown

Arbitration rule: As soon as a station sees that a high-ordered bit 
position that is 0 in its address has been overwritten with 1 it gives 

If stations 0010, 0100, 1001, and 1010 are all trying to get the 
channel, in the first bit time the stations transmit 0, 0, 1, and 1, channel, in the first bit time the stations transmit 0, 0, 1, and 1, 

ed together to get 1.

Stations 0010 and 0100 see the 1 and know that higher-
numbered stations is competing for the channel and they give up 

Stations 1001 and 1010 continue.

100Department of Electronics and Communication Engineering, LBRCE



Binary Countdown

– The next bit is 0 so both stations continue. 

– The next bit is 1 so the station 1001 gives up and station 1010 
wins the bidding.

– This gives it a right to transmit the frame, after which a new cycle 
starts.
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Binary Countdown

The next bit is 0 so both stations continue. 

The next bit is 1 so the station 1001 gives up and station 1010 

This gives it a right to transmit the frame, after which a new cycle 
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Binary Countdown

The binary countdown protocol. A dash indicates silence.
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Binary Countdown

The binary countdown protocol. A dash indicates silence.
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Token Passing

a) Message is passed called token
predefined order.

b) Token Ring or Token Bus protocols work the same way. 

c) One has to pay attention to the ring because if it is not removed from 
circulation it will end up being there forever.

d) Typically it will be removed by the receiving station and/or sending 
station.
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Token Passing

token form station to the next in the same 

Token Ring or Token Bus protocols work the same way. 

One has to pay attention to the ring because if it is not removed from 
circulation it will end up being there forever.

Typically it will be removed by the receiving station and/or sending 
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Collision-Free Protocols (2)

Station

Token ring.

Direction of
transmission
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Free Protocols (2)

Token

Token ring.
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Token Passing Protocols
• Station that holds token transmits into ring

• token circulates among stations 

• media: 
– token ring connection: IEEE802.5, FDDI 

– token bus, IEEE802.4 – token bus, IEEE802.4 

• to transmit 
– station must seize token 

– transmit packet while holding token 

– release (send out) token 
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Token Passing Protocols
Station that holds token transmits into ring

token circulates among stations 

token ring connection: IEEE802.5, FDDI 

transmit packet while holding token 
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Ethernet

• Ethernet Cabling

• MAC sublayer protocol

• Ethernet performance

• Switched Ethernet• Switched Ethernet

• Fast Ethernet

• Gigabit Ethernet

• 10 Gigabit Ethernet
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Ethernet

protocol

Ethernet performance

10 Gigabit Ethernet
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Ethernet Cabling

a) Thick Ethernet – a thick cable
Could be used to connect up

b) Thin Ethernet – BNC connectors
185 m. Could be used to connect

c) For a large length connectivity
repeaters.

d) Repeater is a physical layer
retransmits signals in both directions
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Ethernet Cabling

cable. Segment could be as long as 500 m.
to 100 computers.

connectors. Segment could be no longer than
connect up to 30 computers.

connectivity the cables could be connected by

layer device that receives, amplifies, and
directions.
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Classic Ethernet Physical Layer

Architecture of classic Ethernet
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Classic Ethernet Physical Layer

Architecture of classic Ethernet
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Classical Ethernet

• Over each of those cables the
encoding.

• Other restriction was that no
km apart and no path between
more than four repeaters.

• This limitation was impose due
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Classical Ethernet

the signal was coded using Manchester

two transceivers could be more than 2.5
between any two transceivers could traverse

due to the MAC protocol used.
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MAC Sublayer Protocol (1)

Frame formats. (a) Ethernet (DIX). (b) IEEE 802.3.
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MAC Sublayer Protocol (1)

Frame formats. (a) Ethernet (DIX). (b) IEEE 802.3.
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Classic Ethernet MAC Sublayer Protocol

• Format to send frames is shown in the figure in the previous slide.

1. Preamble – 8 bytes 

– 7x 10101010 and 10101011 <

– The Manchester encoding of this pattern produces 10
wave for 6.4 msec – used for synchronization.

– The last two bits indicate the start of the frame.
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Classic Ethernet MAC Sublayer Protocol

Format to send frames is shown in the figure in the previous slide.

7x 10101010 and 10101011 <- Start of Frame Delimiter (802.3).

The Manchester encoding of this pattern produces 10-MHz 
used for synchronization.

The last two bits indicate the start of the frame.
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Classic Ethernet MAC Sublayer Protocol

2. Two addresses each 6 bytes –
– First bit of the destination address is 0 for ordinary addresses and 1 for group 

addresses.

– Group address allow multiple destinations to listen to a single address 
Multicasting.

– Special address consisting of all 1 is reserved for 

– Uniqueness of the addresses:
• First 3 bytes are used for (Organizationally Unique Identifier

• Blocks of 224 addresses are assigned to a manufacturer.

• Manufacturer assigns the last 3 bytes of the address and programs the complete address into 
the NIC.
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Classic Ethernet MAC Sublayer Protocol

– destination + source 
First bit of the destination address is 0 for ordinary addresses and 1 for group 

Group address allow multiple destinations to listen to a single address –

Special address consisting of all 1 is reserved for broadcasting.

Organizationally Unique Identifier)

addresses are assigned to a manufacturer.

Manufacturer assigns the last 3 bytes of the address and programs the complete address into 
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MAC Sublayer Protocol

3. Type or Length field.

– Depending whether the frame is Ethernet or IEEE 802.3 

– Ethernet uses a Type field to tell the receiver what to do with the 
frame.

– Multiple network-layer protocols may be in use at the same time 
on the same machine. So when Ethernet frame arrives, the on the same machine. So when Ethernet frame arrives, the 
operating system has to know which one to hand the frame to. The 
Type field specifies which process to give the frame to. E.g. 
0x0800 indicates the frame contains IPv4 packet.
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MAC Sublayer Protocol

Depending whether the frame is Ethernet or IEEE 802.3 

Ethernet uses a Type field to tell the receiver what to do with the 

layer protocols may be in use at the same time 
on the same machine. So when Ethernet frame arrives, the on the same machine. So when Ethernet frame arrives, the 
operating system has to know which one to hand the frame to. The 
Type field specifies which process to give the frame to. E.g. 
0x0800 indicates the frame contains IPv4 packet.
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MAC Sublayer Protocol

4. Data Field

– Up to 1500 bytes.

– Minimum frame length – valid frames must be at least 64 bytes 
long – from destination address to checksum.

– If data portion is less than 46 bytes the Pad field is used to fill out 
the frame to the minimum size.the frame to the minimum size.

– Minimum filed length is also serves one very important role 
prevents the sender to complete transmission before the first bit 
arrives at the destination.
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MAC Sublayer Protocol

valid frames must be at least 64 bytes 
from destination address to checksum.

If data portion is less than 46 bytes the Pad field is used to fill out 
the frame to the minimum size.the frame to the minimum size.

Minimum filed length is also serves one very important role –
prevents the sender to complete transmission before the first bit 
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MAC Sublayer Protocol (2)

Collision detection can take as long as 2
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MAC Sublayer Protocol (2)

Collision detection can take as long as 2t.
115Department of Electronics and Communication Engineering, LBRCE



MAC Sublayer Protocol

a) 10 Mbps LAN with a maximum length of 2500 m and four repeaters 
the round-trip time has been determined to be nearly 50 
worst case.

b) Shortest allowed frame must take at least this long to transmit. 

– At 10 Mbps a bit takes 100 – At 10 Mbps a bit takes 100 

– 500 bits (numbit = 10 Mbps X 100 
64 bytes. 
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MAC Sublayer Protocol

10 Mbps LAN with a maximum length of 2500 m and four repeaters 
trip time has been determined to be nearly 50 msec in the 

Shortest allowed frame must take at least this long to transmit. 

At 10 Mbps a bit takes 100 nsecAt 10 Mbps a bit takes 100 nsec

= 10 Mbps X 100 nsec) rounded up to 512 bits = 
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MAC Sublayer Protocol

4. Checksum

– It is a 32-bit CRC of the kind that we have covered earlier.

– Defined as a generator polynomial described in the textbook.
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MAC Sublayer Protocol

bit CRC of the kind that we have covered earlier.

Defined as a generator polynomial described in the textbook.
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Ethernet Performance

a) Here we see where the maximum cable distance between any two 
stations enters into the performance figures.

b) The longer the cable the longer the contention interval; This is why 
the Ethernet standard specifies the maximum cable length.

c) It would be instructive to reformulate the equation in the previous c) It would be instructive to reformulate the equation in the previous 
slide in terms of the frame length F, network bandwidth B and the 
cable length L, speed of signal propagation c, for the optimal case e 
contention slots per frame.
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Ethernet Performance

Here we see where the maximum cable distance between any two 
stations enters into the performance figures.

The longer the cable the longer the contention interval; This is why 
the Ethernet standard specifies the maximum cable length.

It would be instructive to reformulate the equation in the previous It would be instructive to reformulate the equation in the previous 
slide in terms of the frame length F, network bandwidth B and the 
cable length L, speed of signal propagation c, for the optimal case e 
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Ethernet Performance

•
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Ethernet Performance

119Department of Electronics and Communication Engineering, LBRCE



Switched Ethernet

a) Wiring was changed from a long cable architecture to a more 
complex architecture:

– Each station has a dedicated cable running to a central 
(Fig (a) in the next slide).

– Adding and removing a station become much easier.– Adding and removing a station become much easier.

– Cable length was reduced to 100 m for telephone twisted pair 
wires and to 200 hundred if Category 5 cable was used.

– Hubs do not increase capacity 
long cable of classic Ethernet.

• As more stations were added the performance of each station degraded.
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Switched Ethernet

Wiring was changed from a long cable architecture to a more 

Each station has a dedicated cable running to a central hub. 

Adding and removing a station become much easier.Adding and removing a station become much easier.

Cable length was reduced to 100 m for telephone twisted pair 
wires and to 200 hundred if Category 5 cable was used.

Hubs do not increase capacity – they are equivalent to the single 
long cable of classic Ethernet.

As more stations were added the performance of each station degraded.
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Switched Ethernet (1)

(a) Hub. 
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Switched Ethernet (1)

Hub. (b) Switch.
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Switched Ethernet

– One could solve this problem by increasing the speed of the 
basic Ethernet from 1 Mbps to 10 Mbps, 100 Mbps or even 1 
Gbps.

– However, multimedia applications requires even higher 
bandwidths.bandwidths.

a) Switch is the solution.

– Switch must be able to determine which frame goes to what 
station.

– Security benefits

– No collision can occur.
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Switched Ethernet

One could solve this problem by increasing the speed of the 
basic Ethernet from 1 Mbps to 10 Mbps, 100 Mbps or even 1 

However, multimedia applications requires even higher 

Switch must be able to determine which frame goes to what 
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Switched Ethernet (2)

Switch

An Ethernet switch.
11/15/2024 Department of Electronics and Communication Engineering, LBRCE

Switched Ethernet (2)

Hub

An Ethernet switch.

Twisted pair

Switch ports
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Fast Ethernet

The original fast Ethernet cabling.
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Fast Ethernet

The original fast Ethernet cabling.
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GigaBit Ethernet

a) After the standard for Fast Ethernet was adopted the work for yet 
even faster standard started: GigaBit

b) Goals:

– Increase performance ten fold over Fast Ethernet.

– Maintain compatibility with both Classical and Fast Ethernet.

– Unacknowledged datagram service with both 
broadcast.

– Use the same 48-bit addressing scheme already in use,

– Maintain the same frame format including minimum and maximum 
sizes.
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GigaBit Ethernet

After the standard for Fast Ethernet was adopted the work for yet 
GigaBit Ethernet

Increase performance ten fold over Fast Ethernet.

Maintain compatibility with both Classical and Fast Ethernet.

Unacknowledged datagram service with both unicast and 

bit addressing scheme already in use,

Maintain the same frame format including minimum and maximum 
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Gigabit Ethernet (1)

A two-station Ethernet
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Gigabit Ethernet (1)

station Ethernet
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Gigabit Ethernet (2)

A two-station Ethernet
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Gigabit Ethernet (2)

station Ethernet
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Gigabit Ethernet (3)

Gigabit Ethernet cabling.
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Gigabit Ethernet (3)

Gigabit Ethernet cabling.
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10 Gigabit Ethernet

Gigabit Ethernet cabling
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10 Gigabit Ethernet

Gigabit Ethernet cabling
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802.11 Wireless LAN Infrastructure
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 802.11 networks can be  used in  two
 Infrastructure mode requires a central access

 Ad-hoc mode is also known as “peer-to-peer”
access point. Instead, devices on the wireless network

802.11 Wireless LAN Infrastructure
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in  two modes: Infrastructure  and Ad hoc Mode.
point that all devices connect to.

peer” mode. Ad-hoc networks don't require a centralized
network connect directly to each other.



802.11 Protocol
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802.11 Protocol Stack
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Hidden Problem
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Hidden Problem
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Exposed problem
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Exposed problem
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Simple CSMA 
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CSMA in action

Department of Electronics and Communication Engineering, LBRCE 134



802.11 Frame Format
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Frame Format
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 Protocol Version: zero for 802.11

 Type= frame type: data, management,

 Subtype = frame sub-type:

To DS: When bit is set indicate that

From DS: When bit is set indicate

Retry: Set in case of retransmission frame

802.11 Frame Format
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Retry: Set in case of retransmission frame

More fragments: Set when frame is

Power Management: bit set when station
More Data: this bit indicates that the sender has additional frames for the receiver.
Protected Frame: this bit indicates that the frame body has been encrypted for 
security.
Order: this “bit tells the receiver that the higher layer expects the sequence of frames 
to arrive strictly in order”.

standard

management, control

that destination frame is for DS

indicate frame coming from DS

frame

Frame Format
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frame

is followed by other fragment

station go Power Save mode(PS)
this bit indicates that the sender has additional frames for the receiver.

this bit indicates that the frame body has been encrypted for 

this “bit tells the receiver that the higher layer expects the sequence of frames 



802.11 Services

 Association

 Reassociation

 Disassociation
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 Disassociation

Services
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 Association

Establishes initial association between

 Re-association

Enables transfer of association

802.11 Services
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Enables transfer of association
station to move from one BSS

 Disassociation
Association termination notice from
this service before shutting down
use it before going down for maintenance

between station and AP

from one AP to another, allowing

Services
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from one AP to another, allowing
BSS to another

from station or AP. A station should use
down or leaving the network. The AP may
maintenance



•Bluetooth Architecture
•The Bluetooth Protocol Stack
•The Bluetooth Frame Structure

802.15 Bluetooth
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The Bluetooth Protocol Stack
The Bluetooth Frame Structure

802.15 Bluetooth
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Bluetooth is a network technology
wirelessly over a short range to form
They use short-wavelength, ultra
within the range 2.400 to 2.485

802.15 Bluetooth
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within the range 2.400 to 2.485
of wired PANs.

There are two types of Bluetooth
Piconets
Scatternets

technology that connects mobile devices
form a personal area network (PAN).

ultra-high frequency (UHF) radio waves
GHz, instead of RS-232 data cables

802.15 Bluetooth
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GHz, instead of RS-232 data cables

Bluetooth networks −



Bluetooth Architecture
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Bluetooth Architecture

Department of Electronics and Communication Engineering, LBRCE 141



Piconets are small Bluetooth networks,
one of which is the master node and
7 slaves). Master node is the primary
network. The slave stations
synchronized with the primary station

Piconets
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synchronized with the primary station

Communication can take place
node in either one-to-one or one
communication takes place between
master or slave, is associated with

networks, formed by at most 8 stations,
and the rest slave nodes (maximum of

primary station that manages the small
are secondary stations that are

station.

Piconets
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station.

between a master node and a slave
one-to-many manner. However, no direct
between slaves. Each station, whether
with a 48-bit fixed device address.



Scatternets

A scatternet is an interconnected
are formed when a node in a piconet
slave in another piconet. This node
piconets, which connects the individual
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Scatternets

interconnected collection of two or more piconets. They
piconet, whether a master or a slave, acts as

node is called the bridge between the two
individual piconets to form the scatternet.
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Bluetooth Protocol Stack

11/15/2024 Department of Electronics and Communication Engineering, LBRCE

Bluetooth Protocol Stack
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Bluetooth Frame Structure
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Bluetooth Frame Structure
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